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ABSTRACT
The Web is a canonical example of a competitive search setting that
includes document authors with ranking incentives: their goal is to
promote their documents in rankings induced for queries. The in-
centives affect some of the corpus dynamics as the authors respond
to rankings by applying strategic document manipulations. This
well known reality has deep consequences that go well beyond the
need to fight spam. As a case in point, researchers showed using
game theoretic analysis that the probability ranking principle is
not optimal in competitive retrieval settings; specifically, it leads to
reduced topical diversity in the corpus. We provide a broad perspec-
tive on recent work on competitive retrieval settings, argue that
this work is the tip of the iceberg, and pose a suite of novel research
directions; for example, a general game theoretic framework for
competitive search, methods of learning-to-rank that account for
post-ranking effects, approaches to automatic document manipula-
tion, addressing societal aspects and evaluation.
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1 INTRODUCTION
Ad hoc retrieval is a fundamental and long studied task in the
information retrieval field: retrieving documents relevant to an
information need expressed by a query. The vast majority of work
on devising retrieval methods assumes a static setting; that is, a
(single) query and a corpus snapshot. The prominent examplewhere
the retrieval setting is dynamic is interactive retrieval where the
user interacts with the search system, e.g., by providing relevance
feedback [55, 110, 115]. Still, the corpus is assumed to be fixed.
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While it is a fact that retrieval is performed against a corpus
snapshot (via an index), the corpus can change throughout time.
Furthermore, some of the corpus changes can be driven by rankings
induced for queries: if document authors, henceforth referred to as
publishers, are not satisfied with the positions of their documents
in ranked lists, they might modify them so as to potentially improve
their future ranking. Therefore, these publishers are ranking in-
centivized and their incentives drive corpus dynamics. The search
setting then becomes competitive, as publishers compete for high
rankings.

Document manipulations intended to improve future rankings
are often referred to as search engine optimization (SEO) [53]. SEO
is pervasive over the Web where some publishers compete for high
rankings; e.g., for queries with a commercial intent. One reason
is monetization: users pay much attention to top retrieved results
[64], and engagement with the results in some cases translates to
financial rewards. Hence, the Web (and more specifically, organic
search) is a canonical example of a competitive retrieval setting.
Additional examples of competitive retrieval settings with SEO
phenomena are product search in e-commerce platforms [47, 117]
and sponsored search [6, 14].

The vast majority of past work on adversarial search in com-
petitive retrieval settings focused on spam [27]. Spam is perhaps
the main example of black hat SEO: actions that are not legitimate
as they hurt the search echosystem. There is a large body of work
on addressing different types of spam (e.g., content or link-based)
[1, 17, 26, 28–30, 39, 54, 60, 65, 83, 111]. Furthermore, there is work
on penalizing low quality documents in rankings [13].

White hat SEO [53], on the other hand, is a suite of legitimate
document modification strategies intended to promote documents
in rankings. While legitimate, the modifications, often performed
in response to induced rankings, affect the corpus. As it turns out,
these modifications can hurt the search echosystem in the long run
as was recently shown [10, 11]. Specifically, the theoretical grounds
of ranking in standard non-competitive retrieval settings, namely
the probability ranking principle (PRP) [88], was shown to be sub-
optimal in competitive settings [10, 11]. The PRP, due to white hat
SEO, leads to reduced topical diversity in the corpus [10, 11]. In
other words, the ability to satisfy future information needs is hurt
due to publishers’ responses to rankings induced based on the PRP.
It is not only the PRP that breaks down in competitive settings:
some axioms which were proposed for retrieval in standard settings
are not suitable for competitive retrieval settings; e.g., increased
frequency of query terms in a document could be due to strategic
manipulations, and hence, should not necessarily translate to in-
creased retrieval scores as is the case in non-competitive settings
[38].

A recent line of work [10, 11, 49, 49, 50, 87, 104] addresses the
competitive retrieval setting, specifically in terms of white hat SEO.
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Novel research questions are raised, novel approaches are devised
— specifically, based on game theory — and evaluation is performed
using organized ranking competitions. However, this seems to be
only the tip of the iceberg.

In this paper we provide a broad perspective on different aspects
and issues in competitive retrieval settings. We start by analyzing
a recently proposed initial game theoretical modeling of the com-
petitive setting [10, 11]. Game theory is well suited to modeling
dynamic settings with incentivized players. In competitive retrieval
settings, the publishers are the players. We argue for the need for
a much more rigorous game-theory-based framework that will
allow to contrast retrieval methods and principles. Furthermore,
such a framework will have to address various aspects of ad hoc
retrieval: ranking based on multiple criteria and not only relevance
(e.g., search results diversification [96]) and interactive retrieval
[110, 115].

We next turn to examine ranking functions in competitive re-
trieval settings and the way they are learned (i.e., learning-to-rank).
Given the findings about the sub-optimality of the PRP [10, 11],
and the need to account for long term corpus effects of rankings,
using the standard approach of a loss function targeting relevance
effectiveness falls short; that is, there is no account for post-ranking
effects. We discuss the challenge of optimizing for both short term
relevance effectiveness and long term corpus effects. We then dis-
cuss the need to make current relevance estimates, classical (e.g.,
Okapi BM25 [89]) and modern (e.g., [52, 72, 77]), robust to ranking-
incentivized document manipulations.

As a next step we focus on the publisher perspective. In an era
with dramatic improvements in language generation abilities based
on pre-trained language models (e.g., BERT [33], XLNet [112], GPT3
[20]), automatic content generation is becoming quite pervasive.
We examine the challenge of automatic document modifications
for improved rankings (i.e., automatic white hat SEO). The impor-
tance of addressing this challenge is three fold. First, documents
of publishers with no access to such technology will essentially
be penalized in rankings, due to being not competitive; this will
lead to fairness issues [25]. Second, evaluation as we discuss be-
low is a hard challenge in competitive settings. Hence, the ability
of automatically modifying documents and even creating them is
important for extending evaluation opportunities. Third, there is
a large body of work in several research communities other than
IR on adversarial attacks on neural methods which drove forward
work on devising methods that are more robust to adversarial at-
tacks [35, 57, 58, 62, 71, 84, 100, 103, 107]. The crypto community,
for example, has seen throughout the years many publications of
attacks on encryption algorithms and these led to improved encryp-
tion methods. This state-of-affairs is not the case in the information
retrieval community, although potentially, the largest example of
an adversarial and competitive setting is the Web.

Additional important aspect that we discuss is societal effects
in the competitive retrieval setting. Recent work demonstrated the
potential ability of publishers to use the search engine as a platform
to promote corpus changes due to a herding phenomenon [50]. That
is, it was shown both theoretically [87] and empirically [50, 87] that
publishers tend to mimic content in documents previously highly
ranked for queries of interest. The rationale is that induced rankings
are the only signal about the undisclosed ranking function. Hence,

highly ranked documents that manifest undesirable phenomenon
(e.g., fake news) can badly influence the corpus. We discuss the
need to develop methods to identify such potential situations.

We then move to discuss evaluation in competitive retrieval set-
tings. To evaluate the effectiveness of a novel ranking function, one
should consider in the competitive retrieval setting the responses of
publishers’ to rankings induced by the function, namely, document
modifications. Hence, the standard evaluation approach of using a
static corpus snapshot does not allow to perform proper evaluation
in dynamic retrieval settings.

The issue of evaluation is in our opinion a major challenge in ad-
dressing competitive retrieval settings. It is perhaps one of the main
reasons for why these settings were not addressed beyond work
on detecting and addressing spam. First, query logs of commercial
search engines operating over theWeb, which is the canonical exam-
ple of a competitive retrieval setting, are proprietary. Second, even
with access to such logs, isolating specific responses to induced
rankings, and more generally, focusing on specific phenomena is an
extremely hard challenge; there are various factors that drive the
dynamics of the Web which are not necessarily ranking incentives.
In recent work on competitive retrieval [49, 50, 87], small scale
controlled ranking competitions held between students served for
evaluation. We discuss this type of competitions and describe how,
in our opinion, evaluation should be extended and generalized.

We describe a suite of macro-level research directions (RDs)
throughout this work. Each of them is essentially a strategic re-
search avenue to explore which by itself entails many other research
directions. We took care to balance the granularity of discussion
of the RDs where a major motivation was to provide as broad
perspective as possible.

To summarize the importance of addressing competitive retrieval,
we note the following. As mentioned above, the theoretical under-
pinning of ad hoc retrieval methods (the PRP [88]) “breaks down”
in competitive settings due to lack of accounting for post-retrieval
effects. Other theoretical frameworks (e.g., the axiomatic approach
[38]) will also have to be (considerably) changed to address ranking
incentives. Existing relevance estimates are not robust to strategic
manipulation whether these are “classic” (e.g., Okapi BM25 [89])
or “modern” (i.e., neural [52, 72, 77]). A case in point, simple key-
word stuffing of query terms in a document can bias relevance
estimates in unwarranted ways. At a more macro level, learning-
to-rank for both short term relevance effectiveness and long-term
corpus effects is a highly novel and intriguing research agenda to
pursue. Various aspects and flavors of ad hoc retrieval have to be re-
considered for competitive settings including results diversification
and interactive retrieval. Addressing competitive retrieval calls for
a completely new suite of techniques based on game theory. There
are societal aspects involved due to the ability of publishers to affect
content trends in the corpus. And, evaluation in the face of corpus
dynamics and responses of publishers to rankings cannot be based
on the standard approach of utilizing a static corpus snapshot.

2 SCOPE
Our focus in this paper is on ad hoc retrieval in competitive re-
trieval settings where publishers’ responses, in the form of docu-
ment manipulations, are “legitimate” — i.e., white hat search engine
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optimization (SEO). Spamming, and more generally black hat SEO
[1, 27], which has been the focus of most prior work on adversarial
retrieval, is out of the scope of this paper.

In sponsored search [6, 14, 36], both relevance and monetization
considerations of the search engine determine rankings. Balancing
these two criteria [36] and addressing adversarial effects, specifi-
cally, using game theoretic approaches, was the focus of several
studies [6, 14]. In contrast, our focus is on organic search— a setting
where monetization considerations are not applied by the search
engine.

As already noted, competitive product search is an integral part
of e-commerce platforms where the financial incentive is clear and
direct [47, 117]. Similarly to sponsored search, ranking is based on
relevance and monetization. Hence, this is also outside the scope of
this paper, despite being a highly interesting and challenging task.
There is also work on the dynamic search settings in two sided
markets [40, 41], but the focus is not on content and relevance
estimation as is the case in ad hoc retrieval.

The competitive landscape of recommendation systems has also
been addressed lately using game theory [12, 80]. More generally,
the interests and consequences thereof of multiple stakeholders in
a recommendation setting — which is often viewed as a two sided
market with a mediator — have been addressed in several reports
[76]. There are close connections between the competitive search
and recommendation settings: a user is provided with search results
or recommendations by a mediator that ranks the content provided
by incentivized content providers. Indeed, a unified perspective
for the need to use game theory for competitive ad hoc retrieval,
recommendation and other data science tasks has recently been
presented [102]. Most aspects that we discuss, as well as almost all
research directions/questions pertaining to ad hoc retrieval that we
describe, were not discussed in this work. While we focus on ad
hoc retrieval in this paper, some of the directions we suggest also
apply to recommendation systems.

There is a line of work on using game theory to compare reward
mechanisms for content creation by ad hoc contributors [45, 46];
e.g., crowd workers or users answering questions or commenting
on Web sites. The content contributors can decide whether or not
to contribute on a per-task basis which is major difference, among
others, with the ad hoc retrieval setting we focus on here.

Our focus is on the competition between publishers and its effects
on the corpus given a single search engine. There has also been
work on competition between search engines which we do not
address here [59].

3 OVERVIEW
The search engine is a mediator. Its ranking decisions can drive
some of the corpus dynamics given publishers’ ranking incentives.
Indeed, some publishers can be viewed as strategic players. Game
theory provides effective tools to modeling and reasoning about
competitive settings driven by incentives. In Section 4 we briefly
describe a recently proposed game theoretic approach to modeling
the competitive ad hoc retrieval setting. We continue the section
by portraiting a palette of open research questions and directions
needed to further establish a rigorous game-theory-based frame-
work for these settings.

In Section 5 we discuss a novel long-term corpus effects aspect
that should be considered when devising ranking functions in com-
petitive settings. Its integration with standard short term search
effectiveness optimization is a fundamental challenge that we focus
on.

We then move to consider the publisher perspective in Section 6.
The dramatic advances in language-generation abilities based on
pre-trained language models (e.g., BERT [33], XLNet [112], GPT3
[20], etc.), and the recent demonstration of the potential to auto-
matically shape documents’ content so as to effectively improve
their rankings [49], give rise to a suite of fundamental questions.

The corpus dynamics due to ranking incentives can also have
societal effects; e.g., the spread of misinformation or reduced topical
diversity [50]. We discuss these societal aspects in Section 7.

The empirical study of ranking-incentives-based phenomena is
extremely challenging. In Section 8 we survey some recent attempts
to establish evaluation frameworks and describe important future
directions to consider on this front.

4 A GAME THEORETIC FRAMEWORK
As described above, some of the competitive retrieval setting dy-
namics is driven by incentivized publishers who respond to induced
rankings. Existing formal and theoretical frameworks of informa-
tion retrieval cannot account for this dynamics: they are mainly
based on searching a corpus snapshot without accounting for post-
ranking corpus effects. Game theory, on the other hand, provides
convenient tools for modeling and reasoning about such dynamics.
For example, Ben Basat et al. [10, 11] modeled the competitive re-
trieval setting using game theory and showed that the probability
ranking principle [88] is sub-optimal. Later, Raifer et al. [87] used
game theory to explain the empirically observed strategic responses
of ranking-incentivized publishers to induced rankings.

In what follows, we first introduce game theory background
in the context of the ad hoc retrieval task (Section 4.1). Then, we
shed light on what we view as much needed research directions
for establishing a rigorous theoretical framework for retrieval in
competitive retrieval settings (Section 4.2). Such framework will
allow, for example, to contrast retrieval principles and methods in
a methodological way.

4.1 Game Theory for Ad Hoc Retrieval
Ben Basat et al. [10, 11] defined ad hoc (query based) ranking games
as follows. Players are publishers who write documents. A docu-
ment can discuss a single topic or multiple topics. The topic(s) a
publisher selects for a document is her action as a player in the
game. A query is about a single topic and the distribution of incom-
ing queries over topics is known. The relevance of a document to a
query is also assumed to be known — i.e., this is an oracle setting,
a point we re-visit below. A publisher is rewarded if and only if
her document is the highest ranked for a query. This assumption
corresponds to the fact that most user attention when browsing
search results is paid to the highest ranked documents [64]. The
utility (reward) of the publisher is 1 if the document is single topic
and discusses the query topic. If the document is multi-topic, the
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utility is in [0, 1] if one of the topics it discusses is the query topic1.
Publishers respond to induced rankings by potentially changing
the topic (proportions) for their documents.

A basic question that emerges is the state-of-affairs of the game
in the long run; specifically, whether the game converges in terms
of the documents the publishers produce. A Nash equilibrium in a
game is a state where no player has an incentive to deviate from the
actions she applies. Actions can be atomic (a.k.a., pure) or mixed —
distributions over atomic actions. According to the celebrated result
of Nash [82], a game with a finite number of players where each has
a finite number of actions she can apply has a mixed-strategy equi-
librium. A strategy is the action (or distribution thereof) employed
by a player.

Games can potentially reach different equilibria wherein players
have different (expected2) utilities. One way to quantify equilibria
is via social welfare: the sum of (expected) utilities that players
receive3. In the search setting, we are mostly interested in the
“welfare” of users. Ben Basat et al. [10, 11] made the simplifying
assumption that user and publisher utilities are aligned.

Price of anarchy [67, 92] is a useful concept for characterizing a
game. It is the ratio between the maximal social welfare that can
be attained in a game (not necessarily in an equilibrium) where
players collaborate in a selfless manner and the social welfare of the
worst equilibrium; i.e., the one with the lowest social welfare. The
lower the price of anarchy, the less players’ utilities are potentially
degraded due to their selfish behavior.

Now, in the ranking games, the ranking function determines
the utilities provided to the publishers. Thus, different ranking
functions entail different games with potentially different prices of
anarchy. Since the true relevance status of documents is assumed to
be known as mentioned above [10, 11] — i.e., based on the topical
match between the document and the query — it is only natural to
assume that documents should be ranked by their relevance status
so as to maximize utilities. In fact, this ranking approach is exactly
the probability ranking principle (PRP) [88] which was shown to
be optimal under some mild conditions in the standard retrieval
setting. That is, according to the PRP, documents should be ranked
in descending order of their relevance probabilities where these
probabilities are estimated using all the information available to
the search system. The fundamental question that Ben Basat et al.
[10, 11] explored was whether the PRP is optimal in terms of price
of anarchy with respect to other ranking approaches.

Ben Basat et al. [10, 11] found that for a game with single topic
documents, the PRP is indeed optimal in terms of price of anarchy4.
However, for multi-topic documents this was not the case anymore.
They proposed a stochastic ranking approach which outperformed
the PRP in terms of price of anarchy. The sub-optimality of the PRP
can be explained using the following toy example.

Suppose a publisher wrote a document d that discusses two
topics: A and B, where A is quite common in the corpus and B
is unique to d . Further suppose that the publisher is interested in
1This definition corresponds to the state-of-affairs in work on focused retrieval where
the percentage of relevant text in a document is the basis for evaluation [44].
2We write “expected” since mixed strategies are based on probability distributions.
3Social welfare can be computed for any state of a game, not necessarily an equilibrium.
4They also showed that if publishers have differential writing qualities for topics, and
these are accounted for in the utility/reward mechanism, then even for single topic
documents the PRP is not optimal.

having d highly ranked for queries about topic A. Now, say that
d is in fact not highly ranked for A. As a response, the publisher
might remove the information about topic B from d to make d
more focused, and consequently improve its chances for a better
ranking. As a result, the corpus does not contain information about
topic B and information needs about B cannot be satisfied. In other
words, the topical diversity of the corpus was hurt due to responses
to rankings induced by the PRP. Now, Ben Basat et al. [10, 11]
suggested a stochastic ranking approach where documents with
similar relevance status will be swapped with some probability
in the ranking in case the lower ranked one is of higher topical
diversity than the higher ranked one. As noted above, this resulted
in games with price of anarchy better than that of using the PRP.

Since the PRP essentially serves as the theoretical underpinning
of most retrieval methods, whether classical sparse approaches or
neural ones [52, 72, 77], its sub-optimality is a significant issue.
More generally, the PRP and retrieval methods devised based on it
do not account for post-ranking corpus effects which can turn out
to be quite harmful in terms of the ability to satisfy information
needs.

The findings about post-ranking effects are not only theoretical.
Raifer et al. [87] showed using controlled ranking competitions that
diversity of content is hurt due to ranking incentives. In addition,
they provided a game theoretic approach that explains the em-
pirically observed document modification strategies of publishers
regardless of the ranking principle employed. Furthermore, a recent
study of historical snapshots of the ClueWeb09 dataset showed that
such document modification strategies that lead to reduced topical
diversity are potentially also evident on the Web [104].

4.2 Towards a Rigorous Game Theoretic
Modeling

As noted above, the framework proposed by Ben Bast et al. [10, 11]
is based on assuming that the relevance status of a document for a
query is known. This leads us to the first fundamental challenge:

RD1: Devising game theoretic modeling of the competitive search
setting where document relevance estimates are used.

This modeling can significantly depart from that of Ben Basat et
al. [10, 11]. It can potentially be based on approaches developed for
analyzing games with mediators in algorithmic game theory [4, 5,
7, 81, 97]; specifically, those where players have partial information
about the world [5]. Recall that the ranking function plays the role
of a mediator in the ranking games.

A fundamental game-theoretic perspective that is worth consid-
ering is modeling competitive search as a facility location game
[3, 18]. Treating the ranking task as a facility location problem, both
the query and the documents are modeled as points in a latent space.
Documents are ranked by their distance from the query. In the rank-
ing game, publishers select the content to write; for example, the
publisher’s choice of multiple topics is a strategy profile in the
game. The utilities are determined as a function of users’ exposure
to the content depending on the document’s position in the ranking.
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Facility location games were discussed for recommendation sys-
tems [12]. In this setting, there is a single item recommended rather
than a ranked list of documents as in the ranking games. Ben Porat
and Tennenholtz [12] showed that using the PRP to recommend
a single item even fails to converge to equilibrium; i.e., the PRP is
an unstable recommendation principle. They devised alternative
stable content selection functions for publishers.

The study of competitive search as a facility location game in
which we account for ranking — e.g., publishers’ payoffs are deter-
mined based on documents’ ranks — is fundamental to the under-
standing of search dynamics, as well as to introduce a novel facility
location game setup. This setting will also allow to pose various
requirements about the the ranking function, such as diversification
[96] and fairness [25] which we discuss below.

Additional fundamental assumption made by Ben Basat et al.
[10, 11] was that user and publisher utility are aligned. This is obvi-
ously not the case in practical settings. Hence, an important aspect
of devising a game theoretic framework is:

RD2: Devising game theory models for ranking that accommo-
date different user and publisher utilities.

Beyond Relevance. Even in the standard static corpus retrieval
setting, relevance is not always the sole criterion by which ranking
should be induced. For example, results diversification methods
are intended to improve the coverage of query aspects [96]. These
methods are often applied as a re-ranking step. As is the case for
competitive retrieval settings, the PRP is not optimal when inter-
document relevance is considered. An alternative ranking principle
was suggested using quantum mechanics concepts [118].

Accounting for inter-document relations, which are the foun-
dation of results diversification approaches, in a game theoretic
framework leads to an interesting challenge. Publishers opting to
improve the ranking of their documents should nowmake their doc-
uments somewhat different than other documents — either at the
surface level or with respect to aspects discussed in the documents.
This leads to a novel suite of potential strategies of publishers,
departing from the analysis of Basat et al. [10, 11]. In fact, the in-
complete knowledge about how other publishers will form their
documents leads to a natural Bayesian game setting where players
have Bayesian estimates about the “world” in which they operate
[56].

Additional foundational example where relevance is not the only
criterion by which ranking is induced is fairness, with a specific
focus on fairness of exposure of publishers [15, 25, 98, 114]. That
is, due to the attention bias of users for top-ranked documents,
fairness mechanisms have been suggested to improve the exposure
of different publishers with minimal degradation of relevance effec-
tiveness. Some of these mechanisms are based on stochastic ranking
approaches [15] and their evaluation is based on the long run effects
[34]. The notion of fairness can potentially be accounted for via
the definition of utility for publishers. This further strengthens the
need to decouple user and publisher utilities.

The results diversification and fairness examples give rise to a
more fundamental research direction:

RD3: Devising game theory models that account for multiple rank-
ing criteria with potential inter-publisher effects in the same rank-
ing.

User Perspective and Interactive Retrieval. Corpus dynamics,
specifically as a result of ranking incentives, has not been addressed
in most previous work. In contrast, the dynamics of search sessions
in interactive retrieval has long been studied [9, 55, 66, 91, 93, 101,
110]. Furthermore, there is a growing research interest in conversa-
tional search systemswithwhich users interact [43, 113]. Interactive
retrieval is a notable setting wherein the PRP, which was designed
for a single shot retrieval, does not hold. A ranking principle for
interactive retrieval was also devised [42].

The corpus dynamics driven by competing publishers can also
potentially affect the queries used by users who respond to induced
rankings. For example, if search effectiveness degrades for a query
due to the content effects of the publishers’ competition, users
might start to use somewhat different queries to express the same
information needs. This need not be a part of an interactive query
session but can rather happen along time. Furthermore, different
groups of users might respond differently. A case in point, search
personalization can, and should, be affected by the user dynamics
entailed by the corpus dynamics.

Integrating all the types of dynamics just mentioned in the same
game theoretic framework is an important challenge:

RD4: Modeling simultaneously user dynamics (e.g., in terms of
queries posted), system-user dynamics (e.g., in interactive/conversational
search) and publishers-corpus dynamics.

Auxiliary Relevance Signals. The competition between publish-
ers is obviously not limited to content. For example, link spam
is a long known phenomenon [53, 54]. The underlying incentive
is ranking: PageRank scores and alike are used in retrieval meth-
ods [19, 73]. Accordingly, there has been much work on address-
ing hyperlink-based methods that are more robust to spamming
[54, 60, 111].

The resultant state-of-affairs is that corpus dynamics due to
ranking incentives is manifested in the documents themselves as
well as in auxiliary information5. Since both types of dynamics
affect relevance estimation, an emerging challenge is:

RD5: Modeling simultaneously within-document dynamics and
that of auxiliary information.

Concluding Notes. Overall, the importance of game theoretic
modeling is providing fundamental theoretical infrastructure for
devising (as we discuss in Section 5.1) and contrasting retrieval

5Additional type of auxiliary information is anchor text, for example.
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principles and approaches in the competitive retrieval setting; e.g.,
the comparison of the PRP with a stochastic retrieval approach
discussed above [10, 11]. In the standard retrieval setting, the ability
to formally and theoretically contrast retrieval approaches is highly
limited. In past work, diagnostic comparative evaluation of retrieval
methods applied to a static corpus was based on properties such as
term frequency, inverse document frequency and document length
[37].

We note that corpus effects are not limited to topical diversity.
The effects can be related to writing style, correctness of informa-
tion, etc. In Section 7 we discuss a recent work [50] which demon-
strated a few types of content effects caused by ranking incentives.
These types of effects can be considered in the utility functions
used in a game theoretic modeling.

5 THE RANKER PERSPECTIVE
Heretofore we focused on using a game theoretic approach to model
games entailed by a choice of a ranking function. We used the price-
of-anarchy concept to reason about a game. We now turn to discuss
the novel ways ranking functions should be devised in competitive
retrieval settings.

5.1 Beyond Myopic Learning-To-Rank
Feature-based learning-to-rank [73] and neural-network-based [51,
52, 72, 77, 108] retrieval methods are based on learning a ranking
function using training data composed of documents, queries and
relevance judgments. The learning process is guided by optimizing
for a loss function which represents either directly or indirectly a
relevance effectiveness evaluation measure. None of the loss func-
tions suggested up to date accounts for post-ranking effects, namely,
the strategic modification of documents by their publishers who
respond to induced rankings.

The state-of-affairs just described, together with the need to
account for long-term corpus effects, leads us to the next significant
challenge:

RD6: Devising ranking functions that are optimized simultane-
ously for short-term relevance effectiveness and long-term corpus
effects.

By “short term” we mean the retrieved results presented to the
user (e.g., search results page); that is, optimizing for relevance
effectiveness as is standard using existing loss functions (e.g., AP
or NDCG). By “long term” we mean corpus effects that result from
publishers’ responses to induced rankings. As noted above, these
effects can touch on topical coverage and diversity in the corpus,
writing style, trustworthiness of content, and more. In quantitative
terms, long term effectiveness can be measured by the price of
anarchy where utilities, and accordingly social welfare, are defined
in terms of the corpus effects we opt to optimize for.

Optimizing simultaneously for short term retrieval effectiveness
and for long term price of anarchy, or any other concept that can
be used to quantitatively characterize equilibiria in games, is a

completely novel research agenda to the best of our knowledge6.
We propose two major research directions.

The first is devising stochastic ranking mechanisms that allow
for simultaneous short term and long term optimization. As already
mentioned, in Ben Bast et al.’s work [10, 11], the positions of known
relevant documents which had similar retrieval scores in a ranked
list were flipped with some probability. The goal was to improve
the price of anarchy — specifically, in terms of topical coverage. Pro-
moting in ranking documents with relatively high topical diversity
can provide their authors an incentive to maintain this diversity
or even increase it, thus contributing to the topical diversity in the
corpus. Here, our goal and main challenge is to devise realistic sto-
chastic retrieval methods where the relevance status of documents
is unknown. To this end, one potential direction is utilizing bounds
on pairwise loss functions (or surrogates thereof) [22, 63, 73] in
price of anarchy computations. Specifically, one can flip documents
in rankings with some probability in case such flips are beneficial to
the long-term price of anarchy; at the same time, we should bound,
and control for, the short term effectiveness loss using the bounds
just mentioned.

The second direction for short-long term optimization of re-
trieval methods is devising surrogate functions for long-term ob-
jectives; specifically, price of anarchy. For example, one can use
simulation during the training phase of a retrieval method to esti-
mate the long-term price of anarchy. As a result, a specific ranking
can be assigned with a price-of-anarchy estimate which can then
be used together with a short-term standard loss function (e.g.,
AP or NDCG) to yield an optimization criterion. To perform the
integration, recently suggested frameworks for learning ranking
functions using multiple short-term objectives can be used [24].
Additional direction is using bi-level optimization mechanisms [32].
In the bi-level optimization setting one optimization problem is
embedded in another. Often, the output of one problem serves as
the input of the other. Rather than applying serial optimization
(i.e., optimizing the first problem and then the second), one can use
bi-level procedures for simultaneous optimization.

Obviously, simulating long-term effects during the training phase
is difficult due to the uncertainty about publishers’ responses to
induced rankings. Hence, one can set as a goal to devise “publisher-
response” estimated models that can be used for the simulation;
e.g., a model that assumes addition of query terms to a document
as a means to promoting it in future rankings.

5.2 Effectiveness of Content-Based Relevance
Estimates under Strategic Document
Manipulations

Content-based relevance estimates play a key role in feature-based
learning-to-rank methods [73] and neural methods [52, 72, 77].
Standard estimates, which utilize term frequency information (TF),
are vulnerable to a simple strategic manipulation: stuffing terms
from queries of interest in the document. In feature-based rank-
ing functions, this vulnerability is compensated for by using spam

6Ben Basat et al. [10, 11] optimized for long term price of anarchy. Ghosh and McAfee
[45, 46] compared mechanisms to enhance content quality of content created by ad
hoc contributors. Neither of these lines of work addressed the simultaneous short-long
term optimization challenge we refer to here.
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classifiers and various other document quality measures [13]. How-
ever, white-hat document modification strategies as light keyword
stuffing need not hurt the quality of a document or turn it into
spam.

There is a growing body of work on adversarial attacks on neural-
networks-based approaches (e.g., classifiers) [35, 58, 71, 84, 100, 107].
This line of work drove forward work on improving the robustness
of machine-learning based approaches to adversarial manipulations;
e.g., [57, 62]. There is very little work we are aware of on studying
the effectiveness of neural rankers under adversarial attacks [106].
We are also not aware of work on improving their effectiveness in
competitive retrieval settings. We note that some neural retrieval
methods integrate lexical-matching modules [78]; hence, they be-
come vulnerable at the lexical level. Furthermore, there is recent
work on adversarial attacks on BERT [71]. BERT (and other pre-
trained language models) are the basis of highly effective ranking
models which rely on representation learning [72].

Hence, one direction which we view as highly important is de-
vising content-based relevance estimates that are effective under
strategic content manipulations. In what follows we describe a few
avenues that can be pursued to this end.
Classical Rankers. Okapi BM25 [90] is one of the most effective
classical (“sparse”) content-based relevance estimates that till this
day serves as a reference comparison to neural methods. It is based
on the assumption that the occurrences of elite and non-elite terms
in documents are both distributed poisson with different means.
The TF-based component of Okapi BM25 is an approximation to a
two-poisson mixture model [89].

In the competitive retrieval setting, occurrences of elite terms
can be the result of strategic document manipulations. One way to
adapt Okapi BM25 to a competitive retrieval setting is to assume a
three component poisson mixture model: terms are either (i) not
elite, (ii) elite but result from strategic manipulations, or (iii) elite
without originating from such manipulations. The main challenge
here is to estimate the extent of query terms occurrence that can be
attributed to “pure eliteness” and that which should be attributed
to strategic manipulations.

The axiomatic framework for ad hoc retrieval [38] is an example
of theoretical grounds for classical retrieval methods. The frame-
work enables to contrast existing retrieval methods and to devise
novel ones. One of the axioms is that increase of query-term occur-
rence in a document should not decrease, and should often increase,
the document retrieval score. However, increased query-term oc-
currence in a competitive retrieval setting might be due to strategic
document modifications. Hence, re-visiting the axiomatic frame-
work for competitive retrieval setting is an intriguing research
avenue.

Okapi BM25 and the axiomatic framework are two examples of
retrieval approaches out of many other classical methods that need
to be re-considered for competitive retrieval settings:

RD7: Adapting classical content-based retrieval methods to com-
petitive retrieval settings with strategic document manipulations.

Neural Rankers. Some neural-based approaches utilize lexical
similarities between a query and documents, others use representa-
tion learning (e.g., by utilizing pre-trained language models [72]) to
infer semantic query-document similarities, and some integrate the
two paradigms [52, 77]. As noted above, there is an increasing body
of work in the machine learning and natural language processing
communities on improving the effectiveness of neural-network-
based approaches (and others) with respect to adversarial examples;
e.g., [57, 62, 116]. Adapting some of these approaches which are
pointwise — as they operate mainly in classification tasks — to
the ranking setting, where the relative ordering of documents is
important rather than their pointwise relevance estimates, might
be a first step towards improving these methods. More generally,
the next significant research challenge we point to is:

RD8: Improving the effectiveness of neural retrieval methods under
strategic content manipulations.

RankingRobustness. Goren et al. [48] noted that one of the poten-
tial consequences of ranking competitions is instability of rankings.
That is, that users will browse search results pages that rapidly
change due to potentially small document changes that are due
to ranking incentives. They defined different notions of ranking
robustness, that is, the changes in the ranking of a document set as
a result of document modifications7. They showed that the stronger
the regularization of a learned ranking function, the more robust
the rankings it induces. A major question left open as a result of
the study of Goren et al. [48] is:

RD9: Balancing search effectiveness and the robustness of induced
rankings.

That is, the goal is to devise learning-to-rank functions that ac-
count for both aspects. At one extreme, fixed rankings regardless of
document changes are highly robust but search effectiveness can be
significantly hurt. At the other extreme, highly effective rankings
with very similar document retrieval scores can be quite unstable
with respect to small document modifications.

6 THE PUBLISHER PERSPECTIVE
A foundational aspect of the competitive retrieval setting is the
responses of publishers to rankings, specifically, by applying strate-
gic document manipulations. These are intended to increase the
chances of a document to be more highly ranked in future rankings.
A basic fundamental research challenge is then (cf., [49]):

RD10:Devising methods for automatic manipulation of documents
that will potentially improve its future ranking for queries of inter-
est and will not hurt its quality (e.g., coherence).

We should distinguish this challenge from that of spamming or
more generally black hat search engine optimization [53]. Goren et

7This notion should be differentiated from various notions of performance robust-
ness of a retrieval method; e.g., its performance decay due to strategic document
manipulations.
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al. [49] noted that there are three desiderata for white hat (i.e., legit-
imate) automatic manipulations: (i) keeping the modified document
faithful to the original document, (ii) maintaining the quality of the
document, (iii) improving its chances to be more highly ranked in
future rankings.

Why should the research community care about legitimate auto-
matic document modification, namely, white hat SEO? Goren et al.
[49] pointed to twomain reasons. First, given the dramatic advanced
in language modeling capabilities, and accordingly, approaches to
text generation, the search echosystem will be composed of more
and more texts that are automatically generated with the goal to
improve ranking. Those who will not have at their disposal auto-
matic modification capabilities will not be competitive; i.e., this is a
publishers fairness issue. The second reason is the need to produce
synthetic data (i.e., automatically generated texts) for evaluation
in competitive retrieval settings. Obtaining real world data about
ranking competitions is an extremely hard task. It requires access to
logs of commercial search engines, and even then, isolating specific
phenomenon is an extremely hard task as we discuss in Section 8.
A third important reaon, mentioned in Section 1, is to push forward
work on improving the effectiveness of retrieval methods under
strategic document manipulations. In the crypto community, for
example, attacks on encryption methods helped to push progress
on devising more effective methods.

Goren et al.’s approach [49] for automatic document manipula-
tion was based on replacing a passage in a document with a passage
from another document. The criteria for selecting which passage to
replace, and which passage will replace it, were based on estimated
rank promotion by the undisclosed ranking function and document
coherence. Using modern language generation techniques for au-
tomatic document modification is obviously a next step. This task
could be viewed as paraphrasing where one opts to keep the docu-
ment coherent and of high quality and at the same time change it
so that it is potentially more highly ranked in future rankings.

7 SOCIETAL EFFECTS
Raifer et al. [87] analyzed using game theoretic modeling a potential
document modification strategy of publishers to induced rankings.
They provided formal support to the strategy of mimicking content
in documents that were highly ranked in the past for the query
at hand. Indeed, induced rankings are the only signal about the
undisclosed ranking function. Controlled ranking competitions
between students, which we refer to in more detail below, provided
empirical support to the prevalence of this strategy [87]. Later
on, Vasilisky et al. [104] analyzed historical snapshots of TREC’s
ClueWeb09 collection, and found that documents highly ranked for
the queries were indeed becoming more and more similar to each
other along time.

All the findings just stated provide further support to Ben Basat
et al.’s [10, 11] theoretical finding that using the PRP results in
decreased (topical) diversity. While this has a negative effect on
the ability to satisfy future information needs, as already discussed,
there are even more worrisome phenomena that arise and which
we discuss next.

The mimicking strategy is an example of the well known herding
effect studied in depth in the economics literature [8, 16, 99]. Goren

et al. [50] showed that herding (mimicking) can be along various
dimensions. For a proof of concept, they organized ranking compe-
titions between students and manually positioned at the first rank
documents that manifested a desired effect. The first effect they
studied was with respect to query aspects (as defined for TREC
topics) discussed in documents. They found that positioning at the
first rank a document that discusses one aspect of a query but not
the others resulted in dynamics that shifted documents’ content to
this aspect; i.e., via document modifications applied by the students.
The second type of document they positioned at the first rank was
one that contained the query terms but was not relevant to the
query. The resultant dynamics along time was that fewer and fewer
relevant documents were found in the corpus. The third type of
effect was document length: the result of positioning a short docu-
ment at the first rank was that students shortened the lengths of
their documents along time. The fourth effect was the inclusion, or
lack thereof, of query terms in a document. Positioning at the first
rank a document which did not contain the query terms but was
relevant to the query resulted in corpus dynamics with diminishing
number of documents containing the query terms.

The findings just described with regard to herding effects also
attest to the ability of publishers to “distill” potential biases of a
ranking function as manifested in highly ranked documents. As
Goren et al. [50] noted, there is a fundamental potential issue with
this state-of-affairs. If a publisher opts to promote in the corpus
some negative effect (e.g., improper use of language, hate speech,
fake news, etc.), the search engine becomes a potential platform
to drive this effect. That is, if the safety mechanisms of the search
engine fail to identify issues with the document, and it is highly
ranked, then there is a potential effect on the corpus. Thus, while
most concern thus far with respect to biases of ranking functions
have been with regard to users of the search engine browsing the
search results page, or fairness to publishers, there is an additional
potentially pervasive issue: corpus effects. This reality gives rise
to two strategic research directions which have not been explored
thus far for ad hoc retrieval. The first is:

RD11: Analyzing ranking-driven herding phenomena in a given
corpus.

We note that while content changes in the Web have been studied
[85, 86, 95], they were not analyzed from a ranking-driven perspec-
tive. The second research direction we point to is:

RD12: Analyzing ranking functions for potential biases that can
lead to herding effects.

This research direction is intended to address concerns conceptu-
ally similar to those addressed in the recently published U.S. bill on
algorithmic accountability8. Algorithmic accountability in the bill
refers to algorithm-based decisions that affect people (e.g., in health,
employment, etc.) While as already mentioned, users affected by
search results they are exposed to, they are affected in the long run
by trends in the corpus which can be due to herding effects.

8H.R.6580 Algorithmic Accountability Act of 2022.
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Finally, we note that effects on content due to algorithmic de-
cisions and herding phenomenon have already been reported in
the past. For example, in the Facebook experiment, the sentiment
expressed in posts was affected by that in promoted content [68].
However, there has not been work, to the best of our knowledge,
on analyzing and addressing this phenomena in the ad hoc retrieval
setting.

8 EMPIRICAL ANALYSIS
Studying corpus dynamics driven by ranking incentives is a very
difficult challenge. Competitive search settings are served by large
scale commercial search engines (e.g., Google, Bing, Baidu, Yandex,
etc.). Hence, to attribute corpus changes to rankings one would
need access to proprietary data, namely, search logs containing
ranking information. But even with access to search logs, the task
remains highly difficult: corpus dynamics can be due to various
reasons which are not necessarily related to ranking.

Additional challenge of empirical analysis in competitive search
settings is the evaluation of novel rankingmethods. Since publishers
might respond to induced rankings, the standard approach of using
a fixed corpus falls short as post-ranking effects are not measured.
Hence, evaluation calls for a “live” setting where publishers observe
rankings and respond.

Raifer et al. [87] and Goren et al. [49, 50] addressed the challenges
just described by organizing small scale ranking competitions. Stu-
dents in courses served as publishers and were assigned to queries.
Their goal was to write short plain text documents that would be
highly ranked for the queries. The students went through a few
rounds of the competition in which they were shown a ranking
induced by an undisclosed ranking function. They could respond
to the rankings by modifying their documents.

The corpora that resulted from Raifer et al.’s [87] and Goren et
al.’s [49, 50] ranking competitions allowed to study, in a post hoc
manner, the corpus dynamics. As already mentioned, there was
clear evidence for herding phenomena [50, 87]. Obviously, running
such a ranking competition, even if small scale, to evaluate each
novel retrieval method — specifically, its effects on the corpus – is
challenging. Another important aspect of using controlled compe-
titions is the incentive. Raifer et al. [87] increased the incentives
at some point of the competitions due to relatively low level of
dynamics.

Additional potential challenge with using controlled small scale
competitions is the extent to which the findings transfer to large
scale and evolved competitive settings. As described above, Vasilisky
et al. [104] addressed this question and found that documents highly
ranked for a query in past snapshots of the ClueWeb09 corpus were
becoming more and more similar to each other along time. This phe-
nomenon was aligned with Reifer et al.’s and Goren et al.’s findings
[50, 87]. Yet, Vasilisky et al. noted that their findings could poten-
tially be attributed to reasons other than responses to rankings for
the specific queries they used.

Given the above, the following direction becomes quite impor-
tant for research on competitive retrieval:

RD13: Devising sustainable large scale and evolved ranking com-
petitions.

One of the ways to ameliorate the need for human publishers par-
ticipating in ranking competitions is devising automatic approaches
for document manipulations as discussed in Section 6. Goren et al.
[50] used a simple automatic document modification approach as
a bot in ranking competitions held between students. They found
that the bot produced documents that were more highly ranked
on average than those of students, and that were judged to be of
high quality. Using such bots to create content and studying the
resulting ranking-incentivized corpus dynamics seems a promising
direction towards evaluation in settings with much automatically
created content. Nevertheless, ensuring that content created by
bots is similar in characteristics to that created by humans, and
defining content modification strategies of bots to follow those
of humans, is still a highly challenging future direction. Success
with this direction will result in improved ability to perform offline
simulation of ranking competitions.

9 SUMMARY
Ranking incentives of publishers and the entailed corpus dynamics
constitute the basis of a competitive search echosystem. Although
the largest-scale competitive setting in the data science realm is
Web search, competitive search has not attracted much research
attention in the information retrieval community except for work
on spam and low quality documents [13, 27]. Perhaps the main rea-
son is the difficulty of evaluation. As a case in point, novel ranking
functions cannot be properly evaluated using a static corpus as
corpus dynamics is not accounted for. Rather, a “live” setting where
publishers respond to induced rankings is called for.

From a scientific point of view, the theoretical underpinning
of the core task in information retrieval, ranking, breaks down
in competitive settings; that is, the probability ranking principle
[10, 11] (PRP) is not optimal as it leads to reduced topical diversity.
More generally, retrieval functions devised throughout the years,
the vast majority of which adhere to the PRP, do not account for
post-ranking effects on the corpus that are due to ranking incentives
of publishers. At the same time, in other research communities,
there is a growing body of work on adversarial aspects (e.g., [58,
62, 71, 84, 100, 107]).

Game theory provides effective grounds to model some of the dy-
namics of the competitive retrieval setting [10, 11]. We argued that
a rigorous game theoretical framework which will allow to formally
contrast retrieval approaches and devise novel ones is called for.
Furthermore, such a framework should not be confined to relevance
ranking for a single query, but should also account for diversifica-
tion, fairness, interactive modes of retrieval, changes of user queries
along time as responses to corpus changes, personalization aspects
in search, and other aspects of retrieval. (RD1-RD5)

We argued for a novel way of learning ranking functions in
the competitive search setting (RD6). Rather than optimizing for a
myopic loss function which is the standard approach, one should
also account for long-term corpus effects. Furthermore, current
relevance estimates, whether classical or modern, should be adapted
to a realm where documents are manipulated for improved ranking
(RD7-RD9)
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We then moved to discuss the publisher perspective (RD10). We
discussed the importance of devising approaches to automatic docu-
ment manipulations that potentially help to improve the document
ranking and at the same time maintain its quality. An important mo-
tivation for engaging in this line of work is the ability to improve the
effectiveness of retrieval methods that face strategic document ma-
nipulations as is the case in the crypto community where published
attacks on encryption algorithms drive forward the development
of improved algorithms.

The competitive search setting also entails societal effects. Due
to the herding phenomenon [50], publishers can potentially exploit
the search engine so as to drive forward desired content effects on
the corpus. Thus, while many of the concerns thus far with respect
to search engines were about effects on its users, and fairness to
publishers, we argue that concerns about corpus effects should also
be addressed (RD11-RD12).

Empirically analyzing retrieval in competitive retrieval settings
is a difficult challenge due to the complex dynamics of the corpus
which is not entirely driven by ranking incentives. Findings that
emerged from controlled ranking competitions held between stu-
dents [49, 50, 87] demonstrated the considerable potential of such
evaluation. Yet, increasing the scale of the evaluation, allowing for
offline simulated evaluation (using automatically modified docu-
ments), and accounting for auxiliary document information (e.g.,
hyperlinks) in addition to content are still all research avenues that
should be pursued in our opinion (RD13).
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